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Meteorological analysis systems in north-east Spain. Validation of SAFRAN and SPAN. 19 

Abstract 20 

We present an application and validation of the SAFRAN meteorological analysis system for north-21 

east Spain. SAFRAN is also compared to the SPAN analysis system and the meteorological model 22 

HIRLAM-HNR, both operational at AEMET. This application of SAFRAN is intended for 23 

hydrological studies. This is the first study that shows an application of SAFRAN outside of France 24 

and that compares it with SPAN. This is also the first article validating SPAN's rainfall values. 25 

Using one year of observational data, the results show that both SAFRAN and SPAN have a similar 26 

performance, which is also similar to SAFRAN's performance in France. Thus, SAFRAN and 27 

SPAN are both good tools to force land surface models at high resolution in the area of. SAFRAN 28 

works under the assumption of the existence of climatically homogeneous zones. Two different sets 29 

of zones were tested, one based on the AEMET meteorological warning zones and another one 30 

based on hydrological catchments. Better results were obtained when using meteorological warning 31 

zones. However, the difference is small. In north-east Spain, SAFRAN has the same limitations that 32 

were previously shown in France: the spatial structure of the fields is not realistic enough and wind 33 

speed is underestimated. As expected, both SAFRAN and SPAN work better in flat areas than over 34 

areas of steep relief. This can be a problem in hydrological studies, especially for the Ebro river 35 

basin, where most of the runoff is generated in the Pyrenees. 36 

Keywords  37 

Meteorological analysis, High resolution grid, Optimal interpolation, SAFRAN, SPAN, HIRLAM.  38 
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1 INTRODUCTION  39 

Water is an essential resource which is necessary to sustain our society. However, it also 40 

represents a significant risk, as we are exposed to its extreme conditions - droughts and floods. 41 

The impact of these extremes is increasing due to our increased vulnerability (Llasat et al., 2010a; 42 

Ruin et al., 2008). This is especially true for the Mediterranean coast of Spain (Llasat et al., 2005, 43 

2009, 2010b, 2008; Majone et al., 2012) as this situation is taking place in a context of climate 44 

change, which will have intense effects on the Mediterranean area (Diffenbaugh and Giorgi, 2012). 45 

As a consequence, water resources may decrease in quantity and become more variable in a 46 

context of greater demand (Iglesias et al., 2007, 2009) due to changes in the mean and the 47 

extremes of precipitation and river flow values (Bürger et al., 2007; Estrela et al., 2012; Llebot, 48 

2010; Quintana Seguí et al., 2010; Quintana-Seguí et al., 2011; Rodríguez, 2005; Sumner et al., 49 

2003). In fact, these changes are already being observed (López-Moreno et al., 2010; Lorenzo-50 

Lacruz et al., 2012; Turco and Llasat, 2011; Turco et al., 2014). As a consequence, a very good 51 

knowledge of the hydrometeorological processes that take place on the continental surface is key 52 

for our society.  53 

The international scientific community is organizing itself in order to tackle these issues more 54 

effectively. In the Mediterranean context, the international program HyMeX (Drobinski et al., 55 

2013) is working on improving our comprehension of the Mediterranean water cycle using a 56 

multidisciplinary and multiscale approach. The objectives of HyMeX are close to those of the FP7 57 

project eartH2Observe (http://www.earthobserve.eu), which studies the global hydrological 58 

cycle. The eartH2Observe project has several case studies. One of them is set in Spain and will 59 

study drought processes by means of land surface model simulations.  60 

http://www.earthobserve.eu/
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However, in order to carry out these simulations, a high quality atmospheric forcing is needed. 61 

Without good atmospheric data, the conclusions of studies made using land surface models would 62 

not be suitable, even if the land surface models correctly reproduce the relevant processes. As a 63 

consequence, it is essential to have a high quality, high resolution gridded dataset of screen level 64 

atmospheric variables. In fact, such a dataset is very valuable for many different applications, 65 

including the study of meteorological events (Llasat et al., 2014), the verification of meteorological 66 

models and reanalyses (Szczypta et al., 2011) or the statistical downscaling of climate models (Boé 67 

et al., 2009; Quintana Seguí et al., 2010; Quintana-Seguí et al., 2011; Turco et al., 2011; Vrac et al., 68 

2012). In the field of land surface modeling, such data is important in applications related to 69 

remote sensing data validation and assimilation (Albergel et al., 2008; Draper et al., 2011, 2009; 70 

Paris Anguela et al., 2008; Rüdiger et al., 2009), vegetation and agricultural modeling (Brut et al., 71 

2009; Calvet et al., 2012; Claverie et al., 2012), road condition modeling (Bouilloud et al., 2009) 72 

and hydrology (Brochero et al., 2011; Céron et al., 2010; Gascoin et al., 2009; Habets et al., 2008, 73 

2009; Javelle et al., 2010; Korkmaz et al., 2009; Lafaysse et al., 2011; Sauquet and Catalogne, 2011; 74 

Thirel et al., 2008; Velázquez et al., 2010), among others. Finally, such databases are also 75 

interesting for biological environmental modeling (Bru et al., 2011; Dequiedt et al., 2011; Ranjard 76 

et al., 2013).  77 

The majority of the papers mentioned in the previous paragraph use atmospheric gridded data 78 

created with the SAFRAN analysis system (Durand et al., 1993, 1999; Quintana-Seguí et al., 2008; 79 

Vidal et al., 2010), which was developed by Météo-France and, until now, has only been available 80 

in France. One of the strengths of SAFRAN is that it is able to analyze all the variables that are 81 

needed to force complex land surface models (temperature, precipitation, wind speed, relative 82 

humidity and cloudiness). Unfortunately, it is rare to find such complete databases.  83 
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Reanalyses such as ERA-40 (Uppala et al., 2005) or its newer successor, ERA-Interim (Dee et al., 84 

2011), would be very practical for such studies (as they are global products) if they had sufficient 85 

resolution. Unfortunately, ERA-Interim has a spatial resolution of about 80 km, and ERA-40's 86 

resolution is even lower. Such resolutions are one order of magnitude too coarse for the 87 

aforementioned applications, which are the applications we are targeting in our work. However, 88 

even in the case that ERA products had a higher resolution, it is not clear whether they would be 89 

better or worse than SAFRAN (at least regarding some variables) and, thus, there is room for other 90 

approaches.  91 

The E-OBS dataset (Haylock et al., 2008) is another product that could be used to force land 92 

surface models. It covers Europe, thus allowing for regional applications that cover several 93 

countries. However, its resolution of 25 km is still too coarse, even though it is better than that of 94 

ERA-Interim. Furthermore, it uses too few stations in Spain (see Figure 1 of Haylock et al. 2008) 95 

and it is too limited in its number of variables, only providing data for temperature, precipitation 96 

(Haylock et al., 2008) and sea level pressure (van den Besselaar et al., 2011). In Spain there is a 97 

similar dataset for temperature and precipitation, called Spain02 (Herrera et al., 2012), which 98 

offers very good quality data. It uses data from thousands of stations, but is also insufficient in the 99 

number of variables and resolution (20 km).  100 

Mesoscale analysis systems which are more similar to SAFRAN include: CANARI (Taillefer, 2002), 101 

part of the HARMONIE non-hydrostatic convection-permitting weather prediction system2; SPAN 102 

(Cansado et al., 2004; Rodríguez et al., 2003), developed and used by the Spanish State 103 

                                                           
2  http://www.hirlam.org/index.php/hirlam-programme-53/general-model-

description/mesoscale-harmonie  

 

http://www.hirlam.org/index.php/hirlam-programme-53/general-model-description/mesoscale-harmonie
http://www.hirlam.org/index.php/hirlam-programme-53/general-model-description/mesoscale-harmonie
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Meteorological Agency (AEMET); MESAN (Häggmark et al., 2000), developed by the Swedish 104 

Meteorological and Hydrological Institute (SMHI); or MESCAN (Soci and Bazile, 2013), recently 105 

developed within the EURO4M project. These different analysis systems are similar and based on 106 

optimal interpolation. What is more important is that they all produce the needed variables at 107 

high resolution. Thus, any of them would be useful for our objectives. MESCAN, which improves 108 

the state of the art by building upon MESAN and SAFRAN and covers the whole of Europe, seems 109 

to be the best candidate for our needs. However, it has not yet been fully validated and, to date, 110 

only 4 years of data are available.  111 

As a consequence we decided to use the well-tested SAFRAN and SPAN. One of the benefits of 112 

implementing these analysis systems is that we have control over the observed data used, 113 

ensuring that the whole AEMET dataset, and not only a subset, is included.  114 

In this study we present the application of the SAFRAN meteorological analysis system to north-115 

east Spain. Llasat et al. (2014) used our implementation of SAFRAN to study an interesting snow 116 

event that took place in Catalonia (located in north-east Spain), but SAFRAN has not yet been 117 

validated in this area of study. In this study SAFRAN is compared with SPAN and with the HIRLAM-118 

HNR meteorological model (Navascués et al., 2013), operational at AEMET. Both SAFRAN and 119 

SPAN are compared and validated with observed data. This is the first study that validates SAFRAN 120 

outside of France and it is the first time that SAFRAN has been compared with SPAN. This is also 121 

the first study that validates SPAN's rainfall results. Furthermore, the study allows us to compare 122 

the performance of SAFRAN in France with SAFRAN in Spain.  123 

This article is structured as follows. The area of study is described in Section 2. The analysis 124 

systems and other data used in the study are presented in Section 3. In Section 4, the methods 125 
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used for our comparison and validation are shown. The results are presented and discussed in 126 

Section 5. Finally, we offer our conclusions in Section 6.  127 

2 STUDY AREA  128 

[Insert Figure 1 here] 129 

The area selected for our study (black box in the maps of Fig. 1) covers north-eastern Spain, 130 

including the Ebro basin which is the main hydrological unit of the area. This is a particularly 131 

interesting area because of its high spatial heterogeneity. The basin is bounded to the north by the 132 

Pyrenees and the Cantabrian Range and to the south by the Iberian System. To the east, the 133 

Catalan Coastal Range separates the basin from the Mediterranean coast. This topographic 134 

configuration, together with both Atlantic and Mediterranean influences, is the cause of the 135 

strong spatial variability of precipitation seen here. For example, annual rainfall can vary between 136 

approximately 2500mm in some areas of the Pyrenees to 300mm in the center of the Ebro valley 137 

(AEMET, 2011). In addition, the temporal variability is also high, on both the inter-annual and 138 

seasonal scales. This variability is related to the Mediterranean oscillation (MO), which is linked 139 

(with seasonal dependence) to the Northern Hemisphere teleconnection modes of the Arctic 140 

oscillation (AO) and North Atlantic oscillation (NAO) (Dünkeloh and Jacobeit, 2003). All this makes 141 

our area of study particularly challenging and interesting for the validation of meteorological 142 

analysis systems.  143 
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3 MODELS AND DATA  144 

In the next section we present the analysis systems, the databases generated with them, the 145 

meteorological model that was used as a first guess and baseline for the comparison and, finally, 146 

the observed data used for both carrying out the analysis and validating it.  147 

The time period of this study is a complete hydrological year, which starts on the 1st of September 148 

2009 and ends on the 31st of August 2010.  149 

3.1 SAFRAN  150 

The main objective of SAFRAN is to produce an estimation of the meteorological screen-level 151 

variables necessary to force a soil-vegetation-atmosphere transfer model (SVAT). To this end, 152 

SAFRAN uses all available observations and a first guess, which are the spatial fields of a numerical 153 

prediction model at different levels.  154 

SAFRAN was initially created with the objective of forcing the snow model CROCUS (Brun et al., 155 

1989) in the French Alps in order to improve avalanche prediction. Nowadays there are two 156 

operational versions of SAFRAN, both in France: SAFRAN/A (Durand et al., 2009) is used for 157 

avalanche prediction and SAFRAN/F (Quintana-Seguí et al., 2008; Vidal et al., 2010) is the version 158 

used for the simulation of the water balance of France. The main differences between both 159 

systems are that SAFRAN/A is able to take into account the different aspects of a massif and, also, 160 

that it is able to take into account hourly data thanks to a recent variational algorithm.  161 

For most parameters, SAFRAN uses an optimal interpolation method (Gandin, 1966). Downward 162 

solar and atmospheric radiation are an exception as, due to the lack of observations, these are 163 

calculated by means of a radiative transfer model (Ritter and Geleyn, 1992). One of its main 164 
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characteristics is the use of "climatically homogeneous" zones as its main working area. These 165 

zones have irregular shapes and they cover an area which is, generally, smaller than 1000 km2. 166 

They should have a weak horizontal gradient, specially for precipitation. That is, the variables 167 

should be quite homogeneous within each zone. The zones have several vertical levels - one every 168 

300 m. SAFRAN estimates one value of each variable for each vertical level of the zone. Then, 169 

these values are spatially interpolated to a regular grid, according to their altitude. Thus, within 170 

the same zone, the values of the variables are only different if the corresponding grid points have 171 

different altitudes. However, the zones are not completely isolated. If necessary, observations 172 

from outside the zone may be used if fewer than two observations are present in the analyzed 173 

zone. If the climatically homogeneous zones are cleverly delimited, SAFRAN might perform well in 174 

mountain areas.  175 

The analysis within each zone has two steps. First, the vertical profiles of each variable are 176 

analyzed. Afterwards, the surface values are calculated. The method is inspired by Gandin (1966) 177 

and uses algorithms that take into account the geographical distribution of the meteorological 178 

stations and the correlations between them. The detailed method is explained by Durand et al. 179 

(1993). Hereafter its main characteristics will be presented. In order to estimate  𝑌𝑘
𝑎  (where a 180 

stands for analysis) which is localized at point k , with observations 𝑋𝑖
𝑜(situated at i), we look for 181 

the weights 𝑃𝑖 that:  182 

 𝑌𝑘
𝑎 = 𝑌𝑘

𝑔
+ ∑ 𝑃𝑖(𝑋𝑖

𝑜 − 𝑋𝑖
𝑔

)

𝑁

𝑖=1

 (1) 

The number of observations is 𝑁 and the quantities 𝑌𝑘
𝑔

 and 𝑋𝑖
𝑔

correspond to the first guess (g), 183 

which, in our case, will be the output of a meteorological model. The model statistical structures 184 
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correspond to the errors (𝜀). Therefore, the weights are calculated solving the following linear 185 

system of covariance:  186 

 ∑ 𝑃𝑖𝐶𝑜𝑣 ((𝜀𝑋𝑖
𝑜 − 𝜀𝑋𝑖

𝑔
)(𝜀𝑋𝑗

𝑜 − 𝜀𝑋𝑗
𝑔

)) = 𝐶𝑜𝑣(

𝑁

𝑖=1

𝜀𝑌𝑘
𝑔

𝜀𝑋𝑗
𝑔

) (2) 

The horizontal correlations are modeled using a limited series of Gaussian functions coupled to 187 

another model of vertical correlations. Equations (1) and (2) are for scalars. 188 

The values at the surface are calculated using a simpler method. First, the values of the first guess 189 

are modified taking into account the previously calculated vertical profile. Then, the weights are 190 

calculated taking into account only the distance between points i and k. The method is iterative 191 

and the result of each iteration is used as the guess for the next one. In the last iteration, the 192 

observations only influence the closest point.  193 

This procedure is applied to temperature, humidity, wind and cloudiness. For precipitation, the 194 

same method is used, but with some changes, including the fact that we work with daily data. 195 

Furthermore, in this case there is no vertical correlation and we impose that the result respects a 196 

certain vertical structure (Durand, 1995).  197 

An important fact to take into account is that SAFRAN's algorithm sets a maximum number of 198 

stations for each variable and zone (Quintana-Seguí, 2011): 12 stations of temperature, 8 of 199 

humidity, 12 of wind, 8 of cloudiness and 16 of precipitation.  200 

SAFRAN/E is the Spanish application of SAFRAN. It is based on SAFRAN/F, with an almost identical 201 

analysis code. Some changes were introduced in order to use AEMET's operational meteorological 202 

model as the first guess.  203 
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With the objective of testing the sensitivity of SAFRAN to the map of climatically homogeneous 204 

zones, two different zone sets were used - one based on AEMET's meteorological warning zones 205 

and another one based on river basins (Fig. 1). This comparison is important because, to the best 206 

of our knowledge, when SAFRAN was extended to the whole of France, only one set of zones was 207 

tested. Therefore it is not yet known how sensitive SAFRAN is to a specific zone set.  208 

Furthermore, the error introduced by the spatial interpolation to a regular grid of 0.05 degrees of 209 

resolution was also studied. This test is important because SAFRAN will always be used on regular 210 

grids. Thus, to compare SAFRAN with the observations, it was vertically interpolated to the exact 211 

altitude of the meteorological station. Then, it was also interpolated to the altitude of the 212 

corresponding grid point, which will be different. This was done by taking advantage of the fact 213 

that SAFRAN has vertical levels (one every 300 m.). Therefore, there will be a difference in altitude 214 

between both cases, which will introduce an error. In fact, the first case is the equivalent of 215 

working with a regular grid of infinite resolution. The second case, the realistic one, corresponds to 216 

our grid of 0.05 degrees of resolution. These two tests have been performed in France by 217 

Quintana-Seguí et al. (2008), focusing on validation at the altitude of the stations, and by Vidal et 218 

al. (2010), focusing on validation at the altitude of the grid cells. Figure 1.3 shows the relief 219 

corresponding to the 0.05 degree resolution grid used in this study. 220 

[Insert Table 1 here] 221 

Table 1 shows the four configurations of SAFRAN that were used in this study. Note that SAFRAN 222 

will often be referred to as SF.  223 
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3.2 SPAN  224 

SPAN (Surface Parameters ANalysis) (Cansado et al., 2004; Navascués et al., 2003; Rodríguez et al., 225 

2003) is the analysis system for surface variables of the prediction and data assimilation system 226 

HIRLAM. It was developed by AEMET and it is operational in all the countries that are members of 227 

the numerical weather prediction consortium HIRLAM. SPAN was developed with the main 228 

objective of completing the work on prediction modules destined to improve the simulation of the 229 

processes of exchange between the continental surface and the atmosphere using a scheme with 230 

tiles based on the ISBA surface scheme (Navascués et al., 2003; Rodríguez et al., 2003). In this way, 231 

SPAN is used by HIRLAM in its data assimilation cycle. In its operational application in Spain, it 232 

uses, as its first guess, the short range prediction of the HIRLAM HNR model (Navascués et al., 233 

2013) and is able to analyze sea surface temperature, the fraction of sea ice, snow thickness 234 

(Cansado et al., 2004), soil temperature and wetness, and 2m temperature and humidity. These 235 

last two variables allow us to analyze the soil temperature and water content, which are not 236 

observed (Navascués et al., 2003; Rodríguez et al., 2003). Later, AEMET improved SPAN in order to 237 

be able to use it independently from the prediction chain and also introduced new variables to the 238 

analysis: sea level pressure (Cansado, 2002), 10m wind, bivariance in horizontal components 239 

(Cansado, 2003) and precipitation. These last three variables are not assimilated in the operational 240 

model, but they are used for diagnostics, validation of the model and other applications. SPAN is 241 

used to calculate forest fire risk, and it is also used as a support tool for prediction, as well as in 242 

order to warn about adverse road conditions.  243 

SPAN uses optimal interpolation for all the variables used in this study. It also includes a vertical 244 

interpolation procedure in order to reduce the values of the vertical profile of the first guess 245 

(wind, temperature, humidity and surface pressure) to the altitude of the observation point, taking 246 
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stability into account (Navascués, 1997); this is specially important in areas with a complex terrain, 247 

where the actual orography is different from the model's.  248 

The structure functions of the error autocorrelation model of the first guess introduce anisotropy 249 

due to the orography (Navascués, 1997) and present seasonal and diurnal dependencies. For each 250 

one of the variables, the error statistics of the first guess and the observations are calculated using 251 

historical series of innovations (observations minus the first guess) obtained from the operational 252 

runs of AEMET's HIRLAM. The error autocorrelation function model of the first guess depends on 253 

the analyzed variable:  254 

 2m temperature and relative humidity: a combination of two 3rd order autoregressive 255 

functions is used in order to take into account the large and small scales of the errors of 256 

the first guess (parameterized according to the season and time) (Martín and Navascués, 257 

2004).  258 

 Sea level pressure: a product of 2 Gaussian functions is used in order to take into account 259 

the vertical and horizontal dependence of this variable (Cansado, 2002).  260 

 10m wind: Gaussian functions are used in order to independently represent the errors of 261 

the velocity potential and the stream function of the first guess (Cansado, 2003).  262 

 Precipitation: a product of 2 Gaussian functions is used in order to take into account the 263 

vertical and horizontal dependence.  264 

Studies have been done using independent observed data of 2m temperature on the Iberian 265 

Peninsula and it has been observed that introducing orographic anisotropy reduces analysis errors 266 

(Navascués, 1997). Introducing this factor improves the quality of the analysis in areas of complex 267 

terrain, as is the case of Spain. Some studies show that there are other sources of anisotropy. For 268 

example, the stations situated in irrigated areas present a greater correlation and are decoupled 269 
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from those located in non-irrigated cropland or forests. As a consequence, land use could be 270 

included as a source of anisotropy, but this would need a high resolution physiographic database.  271 

Another advantage of this analysis method is that it includes a sequential quality control 272 

comparing the observed data with the first guess and with its neighbors. Rejected data is not 273 

included in the analysis.  274 

In order to avoid computational costs, the surface analysis of HIRLAM is based on spatial analysis 275 

boxes which reduce the size of the relevant spatial domain to obtain the analysis of a given grid 276 

point. Thus, the analysis is performed independently for each box, but the area from which the 277 

observations are taken to perform the analysis is much larger than the box itself, which guarantees 278 

the continuity between the analysis of each one of the boxes.  279 

In this study, we carried out a coordinated exercise for precipitation. For this variable SPAN and 280 

SAFRAN use exactly the same data to perform the analysis. Furthermore, both analysis systems 281 

have used fields of null precipitation as their first guess. For the other variables, the outputs of the 282 

operational SPAN analysis chain of AEMET were used and the list of stations that were used for 283 

each analysis time could not be accessed. However, the number of stations used by both SPAN 284 

and SAFRAN must be very similar, or a little bit smaller for SPAN as it used almost real-time data. 285 

In this case, SPAN used 3-hourly data. Unfortunately, the data series is not continuous, as 19% of 286 

temperature, humidity and wind data are missing.  287 

In this paper the abbreviation SP will be used to refer to SPAN.  288 
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3.3  HIRLAM  289 

For both SPAN and SAFRAN, the outputs of the meteorological model HIRLAM-HNR (Navascués et 290 

al., 2013), which is operational at AEMET, were used as a first guess. The model has a resolution of 291 

0.05 degrees. We must bear in mind that precipitation is an exception and, so, in this case fields of 292 

zero precipitation are used as a first guess.  293 

The outputs of both analyses were also compared to HIRLAM-HNR, in order to study the analysis 294 

increases. More specifically, the 6h lead forecasts for 0, 6, 12 and 18 hours (UTC) were used. In this 295 

case, when the results of SAFRAN and SPAN were compared with HIRLAM, the original gridded 296 

data of HIRLAM were used, without the processing done by SAFRAN or SPAN before using it as 297 

their first guess. This means that the comparison is not done against the first guess, as this was 298 

used by the analysis algorithms. Therefore, these comparisons do not allow us to study the errors 299 

of the analysis algorithms - we are, instead, comparing final products.  300 

In this paper the abbreviation HIR will be used to refer to this model.  301 

3.4 Observations  302 

All the observed data used in this study come from AEMET's synoptic and temperature-rainfall 303 

station networks. The data available to us at the time of writing this paper was one hydrological 304 

year spanning from the 1st of September 2009 to the 31st of August 2010. This period is too short 305 

to validate the climatology of SAFRAN or SPAN, but it is long enough to test whether SAFRAN 306 

performs similarly in Spain to its use in France, as published in Quintana-Seguí et al. (2008), with 307 

two years of data.  308 

[Insert Table 2 here] 309 
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Table 2 shows the number of available stations for each variable and its frequency in the area of 310 

study. The temperature-rainfall network is denser than the synoptic one, and therefore there are 311 

many more stations for precipitation and maximum and minimum temperatures. 6-hourly data 312 

was available at 0, 6, 12, and 18 hours (which correspond to the analysis times of SAFRAN) for all 313 

the variables, except for precipitation and maximum and minimum temperatures which are daily 314 

values.  315 

All these data have been divided into two datasets: a dependent one and an independent one. The 316 

dependent dataset includes the observations used to perform the analysis and is used to evaluate 317 

the analysis process. The independent dataset includes observations not used to carry out the 318 

analysis and it is used for validation purposes. In Section 4 we explain in detail how these two sets 319 

are formed.  320 

We used hourly data for radiation. The data that were provided by AEMET did not include 321 

nocturnal values for Visible Radiation. In order to present our validation results in a way that is 322 

comparable to previous studies (Quintana-Seguí et al., 2008), nocturnal data of 0 W m-2 were 323 

added for the days that had diurnal data. Otherwise, if the comparison had only included diurnal 324 

data, the resulting means and errors would be higher and not comparable.  325 

4 METHODOLOGY  326 

SAFRAN performs an analysis every 6 hours for all variables except precipitation. Afterwards, the 327 

resulting analysis is time interpolated in order to obtain hourly data. SPAN performs its analysis 328 

every 3 hours. The results at the analysis times of SAFRAN (0, 6, 12 and 18 hours) were compared. 329 

In order to see the errors introduced by SAFRAN's interpolation the reader can read Quintana-330 

Seguí et al. (2008), who validated SAFRAN in France.  331 
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In order to quantify the comparisons, the bias (B) and the root mean square error (RMSE) were 332 

used, which are defined as follows:  333 

 𝐵 =
1

𝑁
∑(𝑦𝑖 − 𝑥𝑖)

𝑁

𝑖=1

 (3) 

 

𝑅𝑀𝑆𝐸 = √∑
(𝑦𝑖 − 𝑥𝑖)2

𝑁

𝑁

𝑖=1

 (4) 

where 𝑦𝑖  and 𝑥𝑖 represent the analyzed and observed values for each time step. When using the 334 

RMSE we must bear in mind that, as it is squared, it is more sensitive to large errors than to smaller 335 

ones. When SAFRAN or SPAN are compared with dependent data, the acronym RMSD is used, 336 

instead of RMSE, as they are not errors, but differences. In all cases, when comparing with the 337 

observations, the observations are the reference dataset.  338 

In some cases, it is easier to interpret the results if they are normalized. The relative bias and 339 

RMSE are defined as follows:  340 

 𝐵𝑟 = 100
𝐵

𝑥̅
 (5) 

 
𝑅𝑀𝑆𝐸𝑟 = 100

𝑅𝑀𝑆𝐸

𝑥̅
 (6) 

where 𝑥̅ is the temporal mean of the reference variable.  341 

In this study two datasets are used, the dependent and the independent datasets. The dependent 342 

dataset consists of the observations that were used to perform the SAFRAN analysis. The 343 

independent dataset consists of observations not used to perform the analysis. The stations were 344 

randomly assigned to each dataset. For each zone, stations located within the zone were randomly 345 

selected and added to the dependent dataset until the maximum number of stations per zone was 346 
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attained. The remaining stations were assigned to the independent dataset. Thus, as the number 347 

of stations per variable is low for all the analyzed variables except precipitation (Table 2), an 348 

independent dataset was only created for precipitation. The number of dependent stations is not 349 

exactly the same for the two zone sets used, but is very close. Also, it is possible that the maps 350 

shown in this study show fewer stations than the number mentioned in Table 2. This is due to our 351 

removing stations from which 40% or more of the data are missing. 352 

In the case of SPAN (all variables except precipitation), the metadata which lists the stations used 353 

to perform the SPAN analysis was not available to us when we performed the study, thus we 354 

didn’t know which stations were dependent or independent. Thus, for these variables, SPAN is not 355 

compared to observed data.  356 

In the case of precipitation, a common dependent observations dataset was created and, thus, we 357 

were able to compare both SAFRAN and SPAN with the same dependent and independent 358 

datasets.  359 

SAFRAN does not use maximum and minimum temperature (Tx and Tn) to perform the analysis. 360 

Therefore, all the stations with Tx and Tn data are mostly independent. By mostly, we mean that 361 

these data have not been used to perform the analysis. However, for some stations in which the 362 

same instrument is used to determine Tx, Tn and T, there will be some correlation between T and 363 

Tx and Tn.  364 

In order to compare SAFRAN with Tx and Tn data, the maximum value of temperature among the 365 

24 hourly values of each day was taken. We should remember here that SAFRAN analyzes 366 

temperature at 0, 6, 12 and 18h, and, therefore, the hourly values come from an interpolation. As 367 

a consequence, SAFRAN is not good at determining Tx and Tn, which makes this comparison quite 368 
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challenging or even unfair. SPAN was not compared with Tx and Tn data, because when we carried 369 

out the study, the hourly data was not available to us.  370 

SAFRAN is also compared with visible and infrared downward radiation. SAFRAN simulates these 371 

variables and, therefore, the observations are completely independent.  372 

5 RESULTS  373 

The results of our study are presented in this section. First, SAFRAN is compared with dependent 374 

stations (§5.1), and then SAFRAN and SPAN are validated with independent data (§5.2). Finally, the 375 

effects that the SAFRAN zones have on the resulting analysis are described (§5.3).  376 

5.1 Comparison with dependent observations  377 

[Insert Table 3 here] 378 

The analyzed values of the variables are compared with the observations used to run the SAFRAN 379 

analysis. Table 3 shows the bias and the RMSD of each product for each variable. The table shows 380 

the results of SAFRAN (for each one of the four possible configurations), the results of SPAN 381 

(precipitation only, see Section 3.2) and those of HIRLAM. It is obvious that SAFRAN and SPAN will 382 

be better than HIRLAM - however, the values of the model are added to show the benefit of using 383 

an analysis system instead of data coming from an operational meteorological model.  384 

5.1.1 Temperature, wind speed and relative humidity  385 

Comparing columns 𝑆𝐹𝑚
𝑜 and  𝑆𝐹𝑚

𝑔
 of Table 3 will show us the difference between the results 386 

obtained before and after the spatial interpolation to a regular grid. Comparing these two 387 
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columns, it can be seen that in most cases the difference is small. Temperature is the variable 388 

most negatively affected by the spatial interpolation. Curiously, this interpolation would benefit 389 

relative humidity (which is not independent from temperature). If SAFRAN's biases are compared 390 

to HIRLAM's, it can be seen that SAFRAN is always better than HIRLAM, except for the cloudiness 391 

variable. If the RSMDs are compared, it will be seen that SAFRAN is always better than HIRLAM. 392 

Looking at Table 3, the negative bias of SAFRAN's wind speed is also clear when compared with 393 

dependent stations - a known problem (Quintana-Seguí et al., 2008) - but not necessarily so when 394 

compared with independent ones (Vidal et al., 2010). This bias is constant at every hour of analysis 395 

and also throughout the year. However, even with this systematic bias, SAFRAN's wind variable is 396 

more accurate than HIRLAM's. Looking at the RMSDs for the same columns, it can be seen that the 397 

interpolation degrades the values of temperature, wind and relative humidity, as was expected.  398 

The yearly cycles at the monthly step were also studied (not shown). The cycles of the RMSD of 399 

temperature and relative humidity of both 𝑆𝐹𝑚
𝑔
 and HIR are very stable throughout the year for 400 

both variables. The bias of 𝑆𝐹𝑚
𝑜  relative humidity is negative during the fall and positive during the 401 

rest of the year. The bias of temperature is stable throughout the year. 𝑆𝐹𝑚
𝑜's wind shows the 402 

characteristic negative bias during the whole year, with no seasonal difference. HIR's wind shows a 403 

positive bias which is larger than that of 𝑆𝐹𝑚
𝑜.  404 

[Insert Figure 2 here] 406 

[Insert Figure 3 here] 407 

Spatially, the RMSDs between the analysis and the dependent observations of temperature are 408 

larger in the central Pyrenees, where the highest mountains are located, as can seen in Figure 2. 409 
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The biases are also high and negative in the Pyrenees, but in the rest of the region the results are 410 

quite homogeneous. The amplification of the errors on the relief is also true for wind and relative 411 

humidity (especially in winter). The wind maps show that for this variable the errors are quite 412 

heterogeneous. In fact, even though in most stations the bias is negative, numerous stations with 413 

a positive bias can also be found (Fig. 3). For the other variables, away from the most marked 414 

relief, the RMSDs are quite homogeneous in space and the biases do not have significant patterns. 415 

An important result to mention is that, locally, the errors can be very high. For example, there are 416 

stations with biases of temperature above -4°C or wind speed biases of more than 140%. As a 417 

consequence, although the analysis provides good results in general, at some specific locations the 418 

errors are very high. Therefore, any user of SAFRAN data must first verify the quality of the data in 419 

the context of the specific application.  420 

5.1.2 Precipitation  421 

As in the previous section, we first look at columns 𝑆𝐹𝑚
𝑜 and 𝑆𝐹𝑚

𝑔
 of Table 3. This shows the 422 

difference between the results obtained before and after performing the spatial interpolation to a 423 

regular grid. For precipitation, this has an effect on the bias, whose absolute value decreases after 424 

the interpolation. This must not be looked on as an improvement due to the interpolation, though, 425 

but as a compensation of errors. The sign of the bias is changed. What is more important is that 426 

the RMSD is not modified for this variable.  427 

For this variable, we can compare SAFRAN and SPAN (see columns 𝑆𝐹𝑚
𝑔

 and SP in Table 3): SPAN is 428 

a little more biased than SAFRAN, although its RMSD is better (9% smaller).  429 

[Insert Figure 4 here] 430 
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SAFRAN's and SPAN's monthly precipitation cycles are very close and quite different to HIRLAM's 431 

(Fig. 4). The monthly biases and RMSDs (not shown) are very close throughout the year for both. 432 

Thus, both products are similar in this respect.  433 

The maps of the bias and RMSD of precipitation were also analyzed, but they are not shown 434 

because similar maps, calculated with independent data, are presented in Section 5.2.2. The 435 

spatial structure of the bias is very variable from one month to another, which is due to the fact 436 

that we work with one year of data and therefore individual events heavily influence the final 437 

result. Thus, the value of such an analysis is limited. However, the maps show that the relative 438 

RMSD is lower in the Atlantic area, which was expected due to the more homogeneous properties 439 

of rainfall there, compared with the more variable Mediterranean area.  440 

5.1.3 Cloudiness and radiation  441 

[Insert Figure 5 here] 442 

Figure 5 and Table 3 show that SAFRAN's cloudiness analysis is not good - the cycle is inverted and 443 

the bias is negative. In fact, the RMSD is very high. Thus, the analysis of this variable is not reliable. 444 

The larger errors are on the north-western coast of the study area (not shown). The errors are also 445 

larger in winter, which is expected as this is the period of the year with more clouds (not shown). 446 

These problems will affect the quality of the downward radiation.  447 

5.2 Validation with independent observations  448 

[Insert Table 4 here] 449 



24 
 

In this section, the results are compared with independent data. This has been done for 450 

precipitation (SAFRAN and SPAN), maximum and minimum temperature (SAFRAN), and downward 451 

radiation, both visible and infrared (SAFRAN). The results are summarized in Table 4.  452 

5.2.1 Temperature  453 

[Insert Figure 6 here] 454 

Table 4 shows that the biases of Tx and Tn are large and close to those found in France by Vidal et 455 

al. (2010). Figure 6 shows that the biases are more important in summer. Vidal et al. (2010) also 456 

found a similar seasonal cycle in France but, however, in north-east Spain the bias is lower for Tn, 457 

which might be due to differences in the diurnal cycle. The magnitude of these errors was 458 

expected, because this variable was approximated selecting the highest/lowest values of the 24 459 

hourly values, which is an imprecise method to derive a Tx/Tn from an hourly dataset. 460 

Furthermore, SAFRAN derives the hourly values by fitting a sinusoidal curve to the observations at 461 

0, 6, 12 and 18 UTC. We think it is important to show this result because this will affect, for 462 

example, LSM simulations in situations where the temperature reaches thresholds, such as 463 

freezing, that affect non linearly the simulations.  464 

5.2.2 Precipitation  465 

[Insert Figure 7 here] 466 

[Insert Figure 8 here] 467 

Concerning precipitation, Table 4 shows that the bias of this variable is very close to the bias 468 

obtained when comparing with dependent observations (Table 3). Furthermore, the RMSE of the 469 
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independent stations is higher, as expected (compare with Table 3), but it remains reasonable in 470 

both cases. This result is very positive, as it shows that both SAFRAN and SPAN correctly represent 471 

precipitation, which is always a challenging variable to analyze. Figure 7 shows that SAFRAN and 472 

SPAN are close and that they are much better than HIRLAM. HIRLAM largely overestimates 473 

precipitation from March to August. The spatial structure of the errors was also studied (Fig. 8). 474 

The maps for SAFRAN and SPAN present similar features. The errors are larger in the interior of 475 

the region, which is semiarid, and smaller in the Atlantic area of the north-west of the region. In 476 

general, the biases are not larger than 25%, with some exceptions. However, we must bear in 477 

mind that these results are affected by a small number of events as we work with very short time 478 

series. In fact, (Vidal et al., 2010) found smaller RMSEs in France. This could be linked to different 479 

patterns of precipitation or to the short time series we are using. HIRLAM's errors are much larger, 480 

as expected. Thus, compared to the outputs of an operational meteorological model, both 481 

analyses are a great improvement, even though SPAN is slightly better than SAFRAN.  482 

5.2.3 Radiation  483 

[Insert Figure 9 here] 484 

Table 4 also shows the annual mean bias and RMSE for the total visible radiation (Sol) and 485 

downward infrared radiation (IR). In this case, the values of 𝑆𝐹𝑚
𝑔

 are shown, as it is the final 486 

product that users will use. The results are close to those obtained in France (Quintana-Seguí et 487 

al., 2008). There is a small overestimation of visible radiation and an underestimation of infrared 488 

radiation, which is coherent with the underestimation of cloudiness seen previously. Figure 9 489 

shows that the model correctly reproduces the annual cycle of these variables. The RMSE of visible 490 

solar radiation is higher in summer, when there is more radiation, but the RMSEr is higher in 491 
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winter. The RMSE and RMSEr of infrared radiation are higher in winter too. This is probably due to 492 

the errors related to the analysis of cloudiness.  493 

5.3 The impact of climatically homogeneous zones  494 

The use of climatically homogeneous zones is an important feature of SAFRAN. Table 3 allows us 495 

to compare the results obtained using AEMET's meteorological warning zones (m) and river basins 496 

(b) before carrying out the spatial interpolation (𝑆𝐹𝑚
𝑜 vs 𝑆𝐹𝑏

𝑜) and after (𝑆𝐹𝑚
𝑔

 vs 𝑆𝐹𝑏
𝑔

). The maps of 497 

the zones can be seen in Figure 1. Before the spatial interpolation, the biases are very close for all 498 

the variables. However, the RMSDs obtained when using river basins are higher than those 499 

obtained using the meteorological warning zones. Thus, the meteorological warning zones, which 500 

were defined using expert knowledge gathered by AEMET's meteorologists, are climatically more 501 

homogeneous than the river basins. However, after the spatial interpolation to the grid, the 502 

differences in RMSD are smaller. The errors introduced by spatial interpolation partially mask the 503 

errors due to the zones. Thus, the conclusion is that, provided that the chosen zone set has a 504 

climatological sense, the impact of the zone set used on biases and RMSDs is not very relevant for 505 

the end users of SAFRAN, as they will be using the interpolated product. As a consequence, in the 506 

previous sections most results were only shown for one zone set (meteorological warning zones).  507 

[Insert Figure 10 here] 508 

[Insert Figure 11 here] 509 

[Insert Figure 12 here] 510 

In order to further inspect the effect of the zones, SAFRAN and SPAN were compared for some 511 

variables. Figure 10 shows that the spatial field of SAFRAN temperature is smooth (first pane), but 512 
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some spatial structures appear when the difference between SAFRAN and SPAN is calculated 513 

(second pane). Figure 11 shows more clearly the spatial discontinuities introduced by the zones. 514 

The first pane, which corresponds to the mean annual wind field of SAFRAN, reveals the 515 

underlying structure of the zones. On the other hand, the second pane, which corresponds to 516 

SPAN, is smoother. In fact, wind is the variable that shows the effect of the zones most drastically. 517 

In Figure 11 there is a zone that is very distinctive, compared with the surrounding zones. It has a 518 

mean wind speed higher than 5 m·s-1 (orange), while the surrounding ones have wind speeds 519 

lower than 5 m·s-1 (green and blue). Figure 3 tells us that that the zone has three stations, one with 520 

a positive bias and two others with a negative bias. This means that in that zone there is one 521 

station with a local behavior different to the behavior of the other two stations located in the 522 

same zone. The zone is very elongated and the stations are located on the eastern side of the 523 

zone, and, thus, these are certainly not representative of what might happen on the other side of 524 

the zone. This shows that the concept of climatologically homogeneous zones is ill suited for the 525 

analysis of wind speed, as wind is often severely affected by local effects (orography, breezes, etc.) 526 

and thus the stations do not correctly represent their zones. For precipitation (Fig. 12) these 527 

effects can have important consequences too as, for instance, some flat areas close to the relief, 528 

which are included in the same zone of the relief, may receive too much water and this will have 529 

an impact on the hydrological simulations forced by SAFRAN. Figure 12 also compares the fields 530 

obtained using meteorological warning zones (Fig. 12.1) and river basins (Fig. 12.2). The 531 

comparison shows that the impacts of the zone set can have important local effects. Thus, the 532 

concept of homogeneous zones works well for variables with a high spatial homogeneity, like 533 

temperature, but the more spatially heterogeneous the variable is, the more problems we find 534 

related to zones. Wind speed is probably the most affected variable, but precipitation also suffers 535 

from this problem.  536 
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6 CONCLUSIONS  537 

The objective of this study was to validate SAFRAN and SPAN in Spain. It was shown that SAFRAN's 538 

scores in Spain are very close to those of SAFRAN in France and to those of SPAN. Thus, both 539 

SAFRAN and SPAN can be used in Spain for the same applications for which SAFRAN is currently 540 

and successfully used in France.  541 

Two kinds of climatically homogeneous zones were used: one based on AEMET's meteorological 542 

warning zones and another one based on river basins. SAFRAN performed slightly better when the 543 

warning zones were used, and so this is a validation of this climatological division of Spain. The 544 

difference is small, though, and, therefore, it was shown that SAFRAN is not very sensitive to the 545 

zones used, which allows us to use these, or any other more convenient zones in future studies, 546 

provided that the zones are reasonably related to climatology.  547 

Of course, the problems that SAFRAN has in France also persist in Spain. The fields are not very 548 

realistic, as they are discontinuous at the zone borders - a problem which severely affects the wind 549 

and precipitation variables. Some further optimization of the zones could help to minimize these 550 

problems, even though SAFRAN is not very sensitive to these zones as we have seen. Smaller 551 

zones would probably help improve the results for precipitation, as there is a very dense 552 

observation network, and wind speed might be improved too. Furthermore, the number of 553 

stations that are analyzed in each zone could be increased, which would probably have a positive 554 

impact on precipitation values. Finally, the methodology could be improved by removing from the 555 

independent dataset stations that are not representative of their zones, because they are too 556 

affected by purely local effects.  557 

 558 
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In order to improve the quality of the wind analysis, it would be necessary to better use the high 559 

resolution fields of HIRLAM-HNR. At present, the analysis degrades the first guess (HIRLAM-HNR) 560 

to the scale of the zone, losing the high resolution information of the meteorological model.  561 

The analysis of cloudiness is not good, which will affect the results of the radiation scheme. In the 562 

future, this issue must be further investigated. For cloudiness, the first guess is deduced from the 563 

humidity profile of the model and its quality is probably too low. Thus, any improvement here 564 

would involve using the cloudiness estimated by the meteorological model itself. However, 565 

cloudiness is mainly analyzed in order to calculate radiation. An improvement would be to directly 566 

use the modelled HIRLAM-HNR radiation, instead of the analyzed one. 567 

As expected, SAFRAN and SPAN work better for the plains, compared with the mountain areas 568 

where they differ more, both between themselves and in comparison with observations. This can 569 

be problematic for hydrological applications, especially in the Ebro river basin, as most of the 570 

runoff is generated over the Pyrenees. However, it is expected that SAFRAN’s precipitation fields 571 

will be better than those of other products such as E-OBS or Spain02. This aspect should be further 572 

evaluated in the future.  573 

Within the context of HyMeX and eartH2Observe, our long-term aim is to build a 574 

hydrometeorological suite, similar to the French SIM (Habets et al., 2008), which uses SAFRAN and 575 

the ISBA land-surface model (Noilhan and Mahfouf, 1996; Noilhan and Planton, 1989), currently 576 

integrated in the SURFEX platform (Masson et al., 2013), as the land surface scheme. This will 577 

allow us to study several aspects of the hydrological cycle of the Ebro river basin and other areas 578 

of Spain. Furthermore, when extended to a longer period, SAFRAN will be very useful in order to 579 

validate, bias correct and downscale Regional Climate Models (RCMs), which will improve our 580 

capacity to study the impacts of climate change on this area. The extension of the SAFRAN 581 
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database to a longer period will also allow us to further validate our analysis and thus overcome 582 

some of the limitations of this study, which is based on a single year of data.   583 

Finally, we hope that the work done by other projects, such as EURO4M, on products such as 584 

MESCAN (Soci and Bazile, 2013), will derive in a European-scale high quality and high resolution 585 

analysis product which should avoid the extra work of creating products for specific regions. Until 586 

this is a reality, products such as the implementation presented in this article are very important 587 

to foster research in land-surface related topics, which require good quality meteorological 588 

gridded datasets. 589 
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9 TABLES 858 

Table 1: Abbreviations used to refer to the different configurations of SAFRAN used in this study.  

Zones Vertical Interpolation Abbreviation 

Meteorological Warning Zones (M) Altitude of the observation 𝑆𝐹𝑚
𝑜 

Meteorological Warning Zones (M) Altitude of the grid cell 𝑆𝐹𝑚
𝑔

 

Zones based on river basins (B) Altitude of the observation 𝑆𝐹𝑏
𝑜 

Zones based on river basins (B) Altitude of the grid cell 𝑆𝐹𝑏
𝑔
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 861 

Table 2: Available stations with data for each one of the variables studied in the 

period of study. The column "Total" is the number of stations available in a 

geographical area defined by the parallels 39.0N and 43.6N and the meridians 5.0W 

and 3.4E. "Dep." is the number of dependent stations that are located in a 

meteorological warning zone completely included in the aforementioned area of 

study. "Indep." is the number of independent stations that satisfy the same condition 

of being in a zone completely included in the area of study. 

Variable Frequency Total Dep. Indep. 

Precipitation 24 h. 1732 1103 501 

Temperature 6 h. 127 118   

Maximum Temperature 24 h. 1031   804 

Minimum Temperature 24 h. 1031   804 

Relative Humidity 6 h. 127 118   

Wind Speed 6 h. 127 118   

Total Cloudiness 6 h. 92 110   

Visible radiation 1 h. 21   21 

Infrared radiation 1 h. 15   8 
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 864 

Table 3: Mean Bias (analysis - observations) and RMSD calculated for dependent stations. The 

differences in Relative Humidity are expressed in percentage points (pp). 

  𝑺𝑭𝒎
𝒐  𝑺𝑭𝒃

𝒐 𝑺𝑭𝒎
𝒈

 𝑺𝑭𝒃
𝒈

 SP HIR 

  Bias 

T (°C) 0.0 0.0 -0.2 -0.2 - -0.8 

W (m ·s-1) -0.2 -0.3 -0.2 -0.3 - 0.5 

HR (pp) 0.3 0.4 0.1 0.2 - -0.4 

N (oktas) -1.5 -1.2 -1.4 -1.2 - -1.0 

P (mm ·d-1) -0.1 -0.1 0.0 0.0 0.1 0.2 

  RMSD 

T (°C) 1.0 1.5 1.4 1.6 - 2.2 

W (m ·s-1) 1.2 1.6 1.3 1.5 - 2.0 

HR (p.p.) 7.8 9.3 8.6 8.7 - 12.6 

N (oktas) 3.0 3.0 3.0 3.0 - 3.2 

P (mm·d-1) 3.2 3.4 3.2 3.5 2.9 6.8 
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Table 4: Mean Bias (analysis - observations) and RMSD calculated for independent stations. 

Variable 𝑺𝑭𝒎
𝒐  𝑺𝑭𝒎

𝒈
 SPAN HIR 

  Bias 

P (mm·d-1) -0.0 0.0 0.1 0.2 

Tx (°C) -1.0 -1.6     

Tn (°C) 0.8 0.5     

Sol (W·m-2)   10     

IR (W·m-2)   -12     

  RMSE 

P (mm·d-1) 3.6 3.6 3.2 6.5 

Tx (°C) 2.3 2.7     

Tn (°C) 2.3 2.2     

Sol (W·m-2)   114     

IR (W·m-2)   33     
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 869 

10 FIGURES 870 

   

(1.1) Meteorological Warning 

Zones 

(1.2) River Basins (1.3) Relief (m) on the 5 km 

grid. 

Figure 1: Area of study (black box on the maps). Panes 1.1 and 1.2 show the climatically 871 

homogeneous zones used in the SAFRAN analysis (black lines): the first set is based on 872 

meteorological warning zones and the other one is based on river basins. Pane 1.3 shows the relief 873 

on the 5 km grid. The main rivers are also shown (in blue). The Ebro river basin is shown in red in 874 

the three panes. 875 

  876 
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 877 

Figure 2: RMSD of mean annual temperature (°C) between SAFRAN (𝑆𝐹𝑚
𝑔

) and the dependent 878 

stations. 879 

  880 
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 881 

Figure 3: Relative bias of mean annual wind speed (%) between SAFRAN (𝑆𝐹𝑚
𝑔

) and the dependent 882 

stations. 883 

  884 
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 885 

Figure 4: Spatially aggregated monthly mean precipitation (mm d-1). SAFRAN (𝑆𝐹𝑚
𝑜 and𝑆𝐹𝑚

𝑔
), SPAN 886 

(SP) and HIRLAM (HIR) are compared with the dependent observations (OBS). 887 

 888 

  889 
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 890 

Figure 5: Spatially aggregated hourly mean cloudiness (oktas). SAFRAN (𝑆𝐹𝑚
𝑜  and𝑆𝐹𝑚

𝑔
) and 891 

HIRLAM (HIR) are compared with the dependent observations (OBS). 892 

  893 
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(6.1) Tx (6.2) Tn 

Figure 6: Spatially aggregated monthly mean bias of Tx and Tn (°C). SAFRAN (𝑆𝐹𝑚
𝑔

) is compared to 894 

the independent observations. 895 

  896 



55 
 

 897 

(7.1) Mean 898 

 899 

(7.2) Bias 900 

 901 

(7.3) RMSE 902 
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Figure 7: Spatially aggregated monthly mean, bias and RMSE of precipitation (mm d-1). SAFRAN 903 

(𝑆𝐹𝑚
𝑔

), SPAN (SP) and HIRLAM (HIR) are compared with the independent observations (OBS). 904 

 905 

 906 

   
(8.1) Br 𝑆𝐹𝑚

𝑔
 (8.2) Br SP (8.3) Br HIR 

   
(8.4) RMSEr 𝑆𝐹𝑚

𝑔
 (8.5) RMSEr SP (8.6) RMSEr HIR 

 907 

Figure 8: Mean relative bias (𝐵𝑟) and RMSEr of precipitation (%). SAFRAN (𝑆𝐹𝑚
𝑔

), SPAN (SP) and 908 

HIRLAM (HIR) are compared with the independent observations (OBS). 909 

  910 
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 911 

  

(9.1) Visible Solar Radiation (9.2) Infrared Radiation 

Figure 9: Spatially aggregated monthly cycle and RMSE of downward visible solar and infrared 912 

radiation (W m-2). SAFRAN (𝑆𝐹𝑚
𝑔

, in blue) is compared with independent observations (OBS, in 913 

green). The RMSE is shown in red. 914 

  915 
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(10.1) 𝑆𝐹𝑚
𝑔

 (10.2) Diff (𝑆𝐹𝑚
𝑔

 - SP) 

Figure 10: First pane: annual mean SAFRAN (𝑆𝐹𝑚
𝑔

) temperature (°C). Second pane: difference of 916 

annual mean temperature (°C), SAFRAN (𝑆𝐹𝑚
𝑔

) minus SPAN (SP). 917 
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(11.1) 𝑆𝐹𝑚
𝑔

 (11.2) SP 

Figure 11: Annual mean wind speed (m s-1). First pane: SAFRAN (𝑆𝐹𝑚
𝑔

). Second pane: SPAN (SP). 919 
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(12.1) 𝑆𝐹𝑚
𝑔

 (12.2) 𝑆𝐹𝑏
𝑔

 (12.3) SP 

Figure 12: Annual mean precipitation (mm d-1). First pane: SAFRAN (𝑆𝐹𝑚
𝑔

). Second pane: SAFRAN 921 

(𝑆𝐹𝑏
𝑔

). Third pane: SPAN (SP). 922 


